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Are Sixteen Heads Really Better than One?
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Ablating One Head
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Iterative Pruning of Attention Heads
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When Are More Heads Important
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BERTology
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See BERTology on Huggingface for how to access details of BERT and measure 
Some performance, but will not run on GPU Cluster


