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Projects
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What did you use - in detail

Code 
Source code 
All dependencies with enough information for me to install 

Pip commands, requirements.txt, and which versions

Data 
Which data sources? 
How do I access the data

References 
Websites, articles, books, and AI you used 
How did you use them 
Where in your project

Hardware used



Projects
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What did you do

Each of you is doing something different 

Don’t make me read source code to figure out what you are doing 

What was the goal of your project?

What did you do to achieve your goal



Projects
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What were the results?

Don’t make me interpret your output to figure out the outcome

What does your output tell you, and why

Did you achieve your goal



Projects
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Known issues and limitations

Known bugs

Things that don’t work



Projects
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Don’t make me search for all of the above



News
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https://promptrepo.com/finetune/



Finetuning 
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Defeating Prompt Injections by Design
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Defeating Prompt Injections by Design

10



Defeating Prompt Injections by Design
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Model Released This Week (So far)
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DeepSeek-Prover-V2



Model Released This Week (So far)
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Amazon Nova Premier

Our most capable model for complex tasks and teacher for model distillation



Model Released This Week (So far)
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Phi 4 
Reasoning,  

14 B parameter,  
Fine-tuned with reasoning demonstrations from OpenAI 03-mini 

Reasoning-plus 
Further trained with RL 

Mini-Reasoning 
Fine-tuned with synthetic data generated by Deepseek-R1



Model Released This Week (So far)
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Qwen 3 
32B, 14B, 4B, 1.7B, 0,6B 
Hybrid thinking



Model Released This Week (So far)
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Claude Integrations

Claude works with desktop apps and remote servers 

Uses  Model Context Protocol (MCP)

Claude's Research

Can search 
Web 
Google Workspace 
Integrations

MCP documentation 
https://modelcontextprotocol.io/introduction

https://modelcontextprotocol.io/introduction


Stable Diffusion
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Diffusion
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Training is different than text LLM 

Forward Process (Diffusion) 
Incrementally add Gaussian noise until the image is pure noise

Reverse (Generative) Process 
Image can be covered by removing the added noise step by step 

Network is trained by 
Take the noisy data xt at a particular step t as input 

Predict the noise (ϵ) that was added to get from xt−1 to xt  

The model then generates images by 
Starting with noise 
Incrementally remove the noise



Diffusion
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High-Quality Generation

Stable Training

Slow Sampling

Conditioning 
Trained to use text inputs



Model Released This Week (So far)
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Mercury from Inception

Trained by diffusion



Model Released This Week (So far)
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Mercury from Inception
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Programming & AI
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Continue 
Cline 
Roo Code 
Cursor 
Vibe Programming



Programming & AI
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Two distinct patterns

Bootstrappers 
 Tools: Bolt, v0 

Start with a design or rough concept 
Use AI to generate a complete initial codebase 
Get a working prototype in hours or days instead of weeks 
Focus on rapid validation and iteration

Iterators 
 Tools: Cursor, Cline, Copilot, and WindSurf 

Using AI for code completion and suggestions 
Leveraging AI for complex refactoring tasks 
Generating tests and documentation 
Using AI as a “pair programmer” for problem-solving

Vibe Coding: The Future of Programming 
Addy Osmani 
O'Reilly Media, Inc., August 2025



Programming & AI - Common Failure Patterns
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Programming & AI - Common Failure Patterns
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The Demo-Quality Trap

AI make it easy to develop demo-quality software 

But  
Not complete 

Hard to understand 

Difficult to modify



The Golden Rules of AI Coding
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Be specific and clear about what you want 

Always validate AI output against your intent 

Treat AI as a junior developer (with supervision) 

Use AI to expand your capabilities, not replace your thinking 

Coordinate upfront among the team before generating code 

Treat AI usage as a normal part of the development conversation 

Isolate AI changes in Git by doing separate commits 

Ensure that all code, whether human or AI-written, undergoes code review 

Don’t merge code you don’t understand 

Prioritize documentation, comments, and ADRs 

Share and reuse effective prompts 

Regularly reflect and iterate



Staying Current
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Simon Willison Blog 
https://localforge.dev/blog

https://medium.com 
Good for learning what exists

O’Reilly Online 
https://learning.oreilly.com/

Vibe Coding: The Future of Programming 
Addy Osmani 
O'Reilly Media, Inc., August 2025

https://localforge.dev/blog
https://medium.com


Hacker News
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https://news.ycombinator.com



Martin Fowler Bliki
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A website on building software effectively

https://martinfowler.com

Author 

Works at ThoughtWorks

The DeepSeek Series: A Technical Overview

https://martinfowler.com/articles/deepseek-papers.html

https://martinfowler.com/articles/exploring-gen-ai.html

Exploring Generative AI



ThoughtWorks Technology Radar
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https://www.thoughtworks.com/radar

Volume 32 | April 2025

Techniques 

Tools 

Platforms 

Languages & Frameworks

Adopt 

Trial 
Worth pursing 
Try on projects that can handle risk 

Assess 
Worth exploring  
How will it affect your enterprise 

Hold 
Proceed with caution



ThoughtWorks Technology Radar
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https://www.thoughtworks.com/radar

Volume 32 | April 2025
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The End (Almost)
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Hope you learned a lot and found this course useful


